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Introduction

With VMware vSphere® 5.1 (“vSphere 5.1”), VMware® is releasing a new backup and recovery solution for virtual
machines called vSphere Data Protection (VDP). This solution is fully integrated with VMware vCenter Server™
(vCenter Server) and provides agentless, disk-based backup of virtual machines to deduplicated storage.

Benefits of VDP include the following:

* |t ensures fast, efficient protection for virtual machines even if they are powered off.
* |t uses patented deduplication technology across all backup jobs, significantly reducing disk space consumption.

* VMware vSphere® APIs - Data Protection (VADP) and Changed Block Tracking (CBT) are utilized to reduce
load on the vSphere hosts and minimize backup window requirements.

* |t performs full virtual machine and File-Level Restore (FLR) without installing an agent in every virtual machine.
* Installation and configuration is simplified using an appliance form factor.

* Management is performed utilizing the VMware vSphere® Web Client (vSphere Web Client).

» The VDP appliance and its backups are protected using a checkpoint and rollback mechanism.

* Windows and Linux files can easily be restored by the end user with a Web browser.

This paper presents an overview of the architecture, deployment, configuration, and management of VDP.

Architectural Overview

VDP requires VMware vCenter Server 5.1 or higher. vCenter Server can be the traditional Windows
implementation—or the new Linux-based VMware vCenter Server Virtual Appliance (VCVA), first released in
VMware vSphere® 5.0. VDP supports the backing up of virtual machines on VMware vSphere® (“vSphere”)
versions 4.0 and higher. The following Web browsers are supported for configuration and management of VDP:

* Microsoft Internet Explorer versions 7 and 8

» Mozilla Firefox versions 3.6 and higher

VDP is deployed as a preconfigured Linux-based appliance. Each appliance supports as many as 100 virtual
machines, and as many as 10 VDP appliances can be deployed per vCenter Server instance. The Windows-based
VMware vSphere® Client™ is used to deploy VDP. After the appliance has been deployed, management is

performed using the vSphere Web Client with any supported Web browser. Adobe Flash must be installed in the
Web browser.
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Figure 1. VDP Components

The VDP appliance is deployed with four processors (vCPUs) and 4GB of RAM. Three configurations of usable
backup storage capacity are available: .5TB, 1TB and 2TB, which respectively consume 850GB, 1,300GB and
3,J00GB of actual storage capacity. Proper planning should be performed to help ensure that proper sizing and
additional storage capacity cannot be added after the appliance is deployed. Storage capacity requirements are
based on the number of virtual machines being backed up, amount of data, retention periods and typical data
change rates. Recommendations for VDP sizing can be found in the VMware vSphere Data Protection
Administration Guide.

Deployment and Configuration

VDP is deployed using the vSphere Client from a prepackaged Open Virtualization Archive (ova) file. The .ova
files are labeled to easily identify the amount of backup storage capacity included with the appliance.

After the appliance is deployed and powered on, a Web browser is used to access the VDP-configure user
interface (Ul) and perform the initial configuration. The first time the user connects to the VDP-configure Ul,

it will be running in installation mode. With the installation mode wizard, items such as IP address, host name,
DNS, time zone and vCenter Server connection information are configured. Upon successful completion of the
installation mode wizard, the appliance must be rebooted. This reboot can take up to 30 minutes to complete as
the appliance finishes initial configuration.

After the initial configuration, the VDP-configure utility runs in maintenance mode. In this mode, the VDP-configure Ul
is utilized to perform functions such as starting and stopping services on the appliance, collecting logs and
rolling back the appliance to a previous valid configuration state (discussed later in this document).

The vSphere Web Client is used to create and maintain backup jobs and perform entire virtual machine restores,
as well as for reporting and configuration of VDP. Figure 2 shows VDP in the vSphere Web Client.
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Figure 2. vSphere Data Protection in the vSphere Web Client

The initial backup of a virtual machine takes comparatively more time, because all of the data for that virtual
machine is being backed up. Subsequent backups of the same virtual machine take less time, because VDP
utilizes CBT and deduplication.

Management

Virtual Machine Backup

Creating and editing a backup job is accomplished using the Backup tab of the VDP Ul in the vSphere Web
Client. Individual virtual machines can be selected for backup. Containers such as datacenters, clusters, hosts,
resource pools and folders also can be selected for backup. All virtual machines in the container at the time the
backup job runs will be backed up. New virtual machines added to the container will be included when the next
backup job runs. Similarly, any virtual machines removed from the container no longer will be backed up.

Backup jobs can be scheduled daily, weekly or monthly. Each job runs once on the day it is scheduled and begins
when the backup window opens (default is 8:00 p.m. local time). As many as eight backup jobs can run
simultaneously on each VDP appliance.

The retention policy can be defined in the following several ways:

* Forever

» For x number of days, weeks, months or years

» Until a specific date

» Custom schedule: for example, daily for 15 days, weekly for 4 weeks, monthly for 6 months, and yearly for 5 years
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The retention pelicy determines how leng backups are retained. After this time period expires, they are deleted from the system.

Keep: () Forever
@ for (g0 BICCHE

O il vz g

() this Schedule:

Daily for: :50 %| [ day(s) b
?gﬁek!y L % |.7week{s] =
Manthl R W T
m?:n ¥ [0 =1 | month(s) | ~

Yearly for: _'{J % | year(s) |~ -

Figure 3. VDP Retention Policy Configuration

Virtual Machine Restore

The restore of an entire virtual machine is performed using the Restore tab of the VDP Ul in the vSphere Web
Client. The administrator can browse the list of virtual machines backed up by VDP and then select one or more
restore points. By leveraging CBT during a restore of a virtual machine to its original location, VDP offers fast
and efficient recovery. During the restore process, VDP queries VADP to determine which blocks have changed
since the selected restore point, and it recovers only those blocks. This reduces data transfer within the vSphere
environment during a recovery operation and decreases recovery time. VDP automatically compares and
evaluates the workload of the two restore methods (full-image restore and restore leveraging CBT) and utilizes
the method resulting in the fastest restore time. This is useful in scenarios where the change rate since the
selected restore point is very high and the overhead of a CBT analysis operation would be more costly than that
of a full-image recovery. VDP intelligently determines which deployment method will result in the fastest
recovery time. A new virtual machine name and destination datastore also can be specified to prevent
overwriting an existing virtual machine. Choosing a restore location other than the original will result in a
full-image restore (CBT is not leveraged).

Set the restore aptions for each backup that you are restoring.

Client: wml

Backup: 05/24/2012 08:07 PM

[ | Restore to Original Location

New Name: |vm1_§_24_2012 |

Destination: IIDatacenterss’d atacentert/host3 vmware.local | Choose

Datastore: | vms (461.8 GIB free) -]

Figure 4. Specifying a New Location for the Restored Virtual Machine
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It also is possible to restore individual files and folders/directories within a virtual machine. An FLR is performed
using a Web-based tool called vSphere Data Protection Restore Client. The process enables end users to
perform restores on their own without the assistance of a VDP administrator. The end user can select a restore
point and then browse the file system as it looked at the time that the backup was performed. After the end user
locates the item(s) to be restored, a destination (on the local machine) is selected and the job is started. The
progress of the restore job can also be monitored in the tool.
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Figure 5. vSphere Data Protection Restore Client

Reporting

The Reports tab displays the following information: VDP Appliance Status, Used Capacity, backup job
information, virtual machine backup details, and so on. There are links to the Event Console and Task Console for
additional information and troubleshooting purposes. Users can filter the list of virtual machines by means of
several criteria, including Virtual Machine Name, Backup Jobs and Last Successful Backup date. The virtual
machine information details section displays the Virtual Machine Name, guest operating system, backup status,
backup date and other useful items.
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vSphere Data Protection

vdp1 (192.168.10.50) Switch Appliance: | vdp1 | - ] [ {2 AllActions (@)
Getting Started  Backup Restore Reports | Configuration
& Refresh T
Appliance Status: Mormal
Used Capacity: 1.54%
n
Eé Integrity Check Status: Normal ByantEanage
Recent Successful Backups: 1 Task Consols
Recent Failed Backups: 0

Virtual Machines
Filter: Show All &

Virtual Machine Information Laszt Backup Job

Virtual Machine Mame Stats EBackup Jobs 1a  Last Successful Backup Status Date Backup

vel poweredOn Never Mever

vdp1 poweredOn Newver Newer
de poweredCn Mever Never
vmi poweredCn 05/23/2012 08:07 PM Never
vdr poweredOn Mevar Mevar
L4 i | ]
Details |
VM Information Last Backup Job ||
Name: wm2 Status:  SUCCESS | ; |
Guest OS:  SUSE Linux Enterprise 11 {32-bit) Date: 05/29/2012 08:57 AM i i
Host:  hostZ wvmware.local Backup Job:  External Web
Ip Address:  192.1588.10.131, 00:50:56:ad:27:af :_v'

Figure 6. Reports Tab

In addition to the reporting capabilities of its Ul, VDP can be configured to send email reports, which can be
scheduled at a specific time once per day on any or every day of the week. Similar to the Ul, these email
messages contain details on the VDP appliance, backup jobs and the virtual machines that are backed up.
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Figure 7. VDP Email Report

Preventing Backup-Data Corruption

VDP features a checkpoint-and-rollback mechanism. A checkpoint is a system-wide backup of the VDP
appliance that is performed to handle events that might cause data corruption, for example, an unexpected
power-off of the VDP appliance. In this case, the VDP appliance would roll back to the last validated checkpoint.
Any backup jobs performed after that checkpoint would be lost, but data corruption—that is, loss of all backup

information—would be prevented.
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Status Configuration

The v3phere Data Protection system provides a mechanism to roll back the repository of backups on the appliance to a known and
valid state. Rolling back to a check point ensures that the backups on or before the checkpoint date are valid; however, any
backups that occurred after the checkpeint date will no longer be available in the system.

Checkpaoint tag Date Valid

€p.20120629150142 05/29/2012 11:01 AM true

€p.20120529150419 037292012 11:04 A false
(] VDP rollback enabled Perfarm VDF rollback to selected checkpoint

Figure 8. VDP Rollback

Conclusion

Data protection is a key component of any business continuity plan. VMware vSphere Data Protection (VDP)
offers an efficient solution for protecting a VMware vSphere virtual machine infrastructure. It can be deployed
quickly and provides a Web-based graphical user interface for management. End users can restore files without
the need for assistance from a backup administrator. VDP also features a checkpoint-and-rollback protection
system to help ensure that backup data is available for restoration when data loss occurs or disaster strikes.
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